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Abstract--Three-dimensional seismic interpretation and well-core data were analysed to characterize the fault 
populations in two offshore U.K. hydrocarbon fields. Comparison of multiline fault-throw samples from seismic- 
scale faults with displacement samples, measured on well-core fractures, shows that the displacement population 
is described by a power law. Faults seen in core and on seismic data are consistent with one another and appear to 
belong to the same continuous population; therefore the number of intermediate-scale faults can be predicted. 
Fault lengths are much more difficult to measure due to resolution effects and the size of the sampling area. Fault 
linkage also introduces some problems, as it may prove difficult to determine which splay should be included in 
the length measurement when faults branch. Well-core fault and fracture sets have been analysed in terms of their 
spacing, which also appears to be described by a power law and is clearly distinguishable from regular spacing. 
Comparison of core-scale fracture orientations with seismically-mapped faults shows that the two have similar 
azimuth distributions. Subsurface data, either well core or seismic, is particularly amenable to analysis by one- 
dimensional sampling. 

INTRODUCTION 

Predicting the number of small-scale faults has import- 
ant applications in the successful management of hydro- 
carbon reservoirs. Small-scale faults have significant 
effects on the flow of fluids in the subsurface, most often 
acting as barriers due to the cataclastic reduction of 
porosity and permeability in the fault zone (Antonellini 
& Aydin 1994). Even small-displacement faults are 
important as they may have throws that are sufficiently 
large to offset individual reservoir zones within a pro- 
ducing succession, resulting in a reduction in reservoir 
connectivity. Larger faults are well known to act as seals 
between different compartments in a hydrocarbon field 
or to act as a seal for the entire accumulation (Smith 
1966, Watts 1987). It is important, therefore, to be able 
to estimate the likely characteristics of the fault popu- 
lation within an oil or gas field. The fault population at 
the seismic and sub-sesimic scales can be characterized 
in terms of length, displacement, spacing and orien- 
tation. Characterization of the fault population can also 
be used to estimate the relative contributions of seismic 
and sub-seismic scale faults to the strain in extensional 
basins (Walsh et al. 1991, Marrett & Allmendinger 
1992). 

Prediction of the fault population below the scale of 
seismic resolution is believed to be feasible because 

many aspects of faults are fractal. That is, faults tend to 
be self-similar over a wide range of scales, so that the 
proportion of larger and smaller features remains the 
same. Such populations are described by a power-law 
frequency distribution of the form: 

N = aS  - ~  (1) 

where N is the number of features having a size greater 
than or equal to S (e.g. fault displacement or fault 
length). A graph of N against S on logarithmic axes is a 
straight line with slope -5~ (~ is termed the fractal 
dimension). Therefore if the population distribution can 
be defined at the scale of seismic reflection observations, 
it can be extrapolated to sub-seismic scales to allow the 
prediction of the number of small faults. This prediction 
can be further constrained by the use of core fracture 
data that should fall on or near the projected slope of the 
seismically-resolved fault population. Constraint of the 
population slope by fractures showing offsets in the 
order of 1-100 mm allows a better prediction of faults at 
scales intermediate between core and seismic obser- 
vation (Childs et al. 1990). Estimating the number of 
these faults allows modelling to be undertaken to gauge 
the sensitivity of reservoir performance to small-scale 
faulting (Sassi et al. 1992, Gauthier & Lake 1993, 
Munthe et al. 1993, Heath et al. 1994). 

An understanding of the dimension of the sampling 
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domain is important for the practical application of the 
results. A volume of faulted rock could be sampled in 
three dimensions by counting all the fault surfaces in that 
volume. A two-dimensional sample would be obtained 
by counting all the fault traces on a particular horizon 
within that volume. Similarly, a one-dimensional sample 
would be obtained by counting fault cuts on one horizon 
on a cross-section or one line drawn across a map view. 
A multiline one-dimensional sample can be obtained by 
counting fault cuts on one horizon on a series of cross- 
sections or many parallel lines on the same map. Sub- 
surface data is particularly amenable to multiline sam- 
piing as seismic lines provide a series of regularly spaced, 
parallel, sample lines. The multiline sample does not 
resemble a two-dimensional sample. In a two- 
dimensional sample each fault trace provides only one 
measurement (e.g. of fault-trace length or maximum 
displacement), whereas in a multiline sample each fault 
will provide a measurement on every sample line that 
crosses it. These different sample types provide differing 
ways of characterizing the fault population and are 
geometrically related to one another (Heifer  & Bevan 
1990, Marrett  & Allmendinger 1991, Yielding et al. 
1992, 1996, Walsh et al. 1994). 
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Fig. 1. Map showing sampling of horizon data held in grid form. The 
data consist of a regularly spaced grid, each node having a two-way 
time or depth value. The fault (shaded) is represented as a polygonal 
outline corresponding to its hangingwall and footwall cut-offs. Sam- 
piing can take place along grid rows, down columns or diagonally. 
Pairs of grid nodes on opposite sides of the fault are compared to find 
the difference in elevation and, hence, the throw on the fault. Local 
fault orientations can also be calculated between adjacent nodes on the 

fault polygon. 

SAMPLING FAULT POPULATIONS FROM 
SUBSURFACE DATA 

There are two main sources of subsurface data that 
can be used in fault population analysis. One is commer- 
cial seismic reflection data and the other is well core. 
Many producing hydrocarbon fields have now been 
imaged by three-dimensional reflection seismic surveys 
where lines are acquired at a line spacing of 50 m or less. 
Such surveys essentially provide a continuous volume of 
data allowing the interpretation of reflective horizons as 
continuous surfaces. This supersedes two-dimensional 
seismic reflection surveys that have much greater line 
spacings. Continuous horizon interpretations of three- 
dimensional seismic data sets can be achieved by auto- 
tracking, the automated interpretation of a given reflec- 
tor, throughout the entire data volume. Once this con- 
tinuous interpretation has been achieved, the 
interpreted horizon may be viewed in map form using 
specific attributes, such as the magnitude of dip or the 
azimuth of that dip, to highlight structural detail (Dalley 
et al. 1989). Use of attributes such as dip and azimuth 
allows the identification of many small faults that would 
not be interpreted by performing only a conventional 
interpretation of vertical seismic sections. 

Not all horizons are continuously interpreted using 
auto-tracking, particularly in areas of poorer  reflection 
character (i.e. low signal to noise ratio). A three- 
dimensional seismic data set may be interpreted on 
every fourth or fifth line, but this still gives excellent 
coverage for multiline sampling. Such an interpretation 
is, however, processed during mapping and depth con- 
version into an x, y grid of regularly spaced nodes, each 
of which has a z-value for the depth or two-way-travel 

time (TWT) to the horizon at that point. Faults are 
represented by polygonal outlines, corresponding to the 
footwall and hangingwall cut-offs on tha thor izon (Fig. 
1). It is still possible to sample an interpretation held in 
this gridded form. The depth or TW T to pairs of nodes 
on the opposite side of a fault can be used to calculate the 
throw on that fault (Fig. 1). Sampling can take place 
along rows, down columns or diagonally across the grid 
nodes to generate a multiline sample. The sampling 
direction would be selected on the basis of the dominant 
fault orientation; the optimum sampling direction is 
perpendicular to the main fault trend. This procedure 
has been followed for the analysis described here. Depth 
grids are desirable as they allow direct comparison with 
data obtained from well cores. 

Well core provides information on the fault popu- 
lation below the scale of seismic resolution. Modern 
coring techniques allow long runs of core to be taken 
with very good recovery rates. It is not uncommon,  in 
the North Sea, for entire reservoir successions to be 
cored. This gives long sample lines from which fracture 
density, displacement, spacing and orientation data can 
be obtained. As seismic mapping tends to concentrate 
on defining the structure of the top of a hydrocarbon 
reservoir, and coring aims to sample the reservoir itself, 
the two data sources are comparable. Direct observation 
of the reservoir fault population allows an assessment to 
be made of the likely effects of these faults on fluid flow. 

Here ,  we describe the application of fault population 
analysis for two offshore U.K. fields, A and B. The 
objective of these studies is to characterize the fault 
population so that the results might be used in reservoir 
flow simulations and predictions made about the likely 
fault density along the proposed trajectory of a horizon- 
tal well. Both fields had three-dimensional seismic sur- 
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veys over them and well core for characterizing the sub- Fault density values for Field A range from 0.65 to 1.80 
seismic fault population, m -1. 

FAULT POPULATION ANALYSIS, FIELD A 

Field A is developed in a Palaeozoic, predominantly 
fluvial, red-bed sequence. The area has undergone at 
least two phases of Mesozoic extension. Two 
seismically-mapped horizons were used in the analysis. 
Top Reservoir and Intra-reservoir. Top Reservoir is a 
good seismic reflector but Intra-reservoir is not as good. 
The fault pattern at the top reservoir horizon is shown in 
Fig. 2. The horizon maps were available in grid form 
with digitized fault polygons. The grid is oriented paral- 
lel to the seismic survey and not in N-S rows and E-W 
columns. Although large faults are present within the 
data area, regional seismic mapping shows that larger 
faults, not represented in this data set, exist adjacent to 
Field A. Displacement data were measured perpendicu- 
lar to the dominant fault orientation. Fault lengths were 
also measured from the maps of each horizon. 

Sub-seismic scale fault data were obtained from core 
from five wells. Cores showed the field to be highly 
faulted at the sub-seismic scale. Fracture types included 
open fractures, cataclastic granulation seams, partially 
cemented and cemented fractures. Larger fault zones 
were also encountered. A total of 2103 m of core, 
containing ca 5400 fractures, was included in the analy- 
sis~ The longest core is 717 m, the shortest has a length of 
158 m. Fault displacements and orientations were 
measured for one of the well cores, the others provided 
fault density data only. The total number of fractures 
cutting the centreline of the slabbed face of each core 
was recorded. This was then divided by the length of the 
core to obtain the cumulative fault density per m of core. 

One-dimensional sampling of  displacements 

Multiline sampling techniques were used to character- 
ize the seismic-scale fault population. The direction of 
sampling was approximately perpendicular to the domi- 
nant strike direction of faults within the field. Figure 3 
shows logarithmic cumulative frequency plots for fault 
throws sampled from the Top Reservoir and Intra- 
reservoir horizons. These curves have three segments 
(Walsh et al. 1994): 

(i) a subhorizontal left-hand segment indicating a lack 
of observations below the limit of seismic resolution. 
This effect is termed left-hand truncation (see Picketing 
et al. 1995); 

(ii) a moderately-dipping central segment whose 
linear nature indicates a power-law relationship be- 
tween fault throw and cumulative number; 

(iii) a steeply dipping right-hand segment, created by 
the multiline sampling method and not representative of 
the fault population. 

The central segment, which provides information 
about the actual fault population, is well enough devel- 
oped in each case to allow the slope for the data sets to be 
calculated. These are -0 .84 for the Top Reservoir and 
-0.95 for the Intra-reservoir horizon. 

The measured displacements from well core are also 
plotted as a logarithmic cumulative frequency plot (Fig. 
4a). The data plot as a straight line extending over one 
order of magnitude. Undersampling at the low- 
displacement end, below 8 mm, results in a decrease in 
the slope of that portion of the curve. The slope in- 
creases at displacements greater than 100 mm because 
these are undersampled due to the finite size of the core. 

I I I 

I I I I I 

Fig. 2. Map of fault pattern at the Top Reservoir horizon, Field A. The fault heave polygons are shown in black. Note that 
the seismic survey co-ordinate reference frame is used. Ticks at the grid margin have a I km spacing. 
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Fig. 3. Multiline one-dimensional samples of fault throw from (a) Top Reservoir and (b) Intra-reservoir horizons. Each 
displays the characteristic three-segment form of multiline samples. The Top Reservoir sample comprises fault cuts on 40 
sample lines, total length 438 kin; that from the Intra-reservoir horizon is from 64 sample lines, total length 167 kin. Note 

that the Top Reservoir sample is in depth and the Intra-reservoir sample is in two-way time. 
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Fig. 4. (a) Cumulative frequency plot of fracture displacements from a Field A well. The curve shows a slightly convex- 
upwards form due to sampling effects at the upper and lower displacement ends. (b) Log-interval plot of the same data. 

I I I IIII 

To assess sampling effects the log-interval method de- 
scribed by Pickering et al. (1995) has been used. This 
allows gaps in the data to be recognized. The method 
requires that data is binned into intervals of equal size on 
a log scale. The number  of  data points within each 
interval is then plotted on a log scale. An ideal data set 
(synthetic or completely-sampled natural) plots as a 
straight line of  slope - ~  with a slight fall-off at the right- 
and left-hand sides. The slope - ~  is identical with that 
which would be measured on a log-log cumulative 
frequency graph. More irregular curves suggest that 
data gaps occur. The log-interval plot for the Field A 
core displacements (Fig. 4b) has an irregular form even 
in the central section of the curve. This suggests that not 
all intervals provide a fully representative data set. 

These sampling effects for well cores are discussed in 
more detail below in relation to the results from Field B 
where a larger data set was available and some of the 
effects are more pronounced.  

To test whether  these slopes can be used to predict, by 
extrapolation, the fault density at sub-seismic scales, the 
seismic scale results must be compared  with the core 
data. First, the data must be normalized to cumulative 
fault density per  km of sample line. Second, the fault 
density information from core must be corrected to 
account for differences in sample line orientation. The 
seismic data are from essentially horizontal sample lines 
whereas the core data are derived from vertical wells. 
The degree to which the fault population is sampled 
depends on the orientation of the sample line relative to 
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Fig. 5. Comparison of Top Reservoir seismic-scale throw data with 
well displacement data, for Field A. The slope of -0.84 was calculated 
for the seismic data (Fig. 3a) and is projected to lower displacement 
values. The well cumulative frequency curve is from Fig. 4. Wells with 
no measured displacement values have an assumed 1 mm lower 
threshold and are plotted in terms of total cumulative fault density per 
kilometre. The seismic-scale faults and well-core fractures appear to 

form part of the same population. 

the dip of the faults being sampled. For instance, a 
vertical sample line such as a well would not encounter  
any vertical faults. Faults dipping at 45 ° would be equally 
sampled by both horizontal and vertical sample lines. In 
general, the sampled fault densities will differ by a factor 
of tan 0, where 0 is the fault dip. An average dip of  60 ° is 
appropriate  for Field A. Figure 5 shows the comparison 
of well and seismic data for the Top  Reservoir  horizon. 
Measured well displacements are plotted as a cumulat- 
ive frequency curve. For  the wells with no displacement 
data,  a threshold value of I m m  has been assumed, i.e. 
every fracture detected in the well core is assumed to 
have a displacement of at least 1 mm.  The cumulative 
fault density value (per km) is then plotted as a single 
point for each well. There  is some variability from well 
to well but all lie within one order  of  magnitude of 
cumulative fault density. Well-core data represent a 
very local sample and previous studies have shown that 
fault density can vary from area to area within a field 
(Walsh et al. 1994). The  variability of well-core results is 
therefore to be expected. 

The slope of - 0 . 84 ,  calculated for the central segment 
of the Top  Reservoir  seismic data set, has been extrapo- 
lated to sub-seismic scales. It can be seen that the 
predicted fault densities are similar to those observed in 
the well cores. The measured core-displacement curve 
lies slightly below the projected slope due to the fact that 
only 10% of the fractures yielded a displacement value. 
The fault displacement observed at both seismic and 
core scales appear  to form part  of the same population. 
Using the simple power-law relationship (equation 1), a 
prediction of the density of  fault cuts of various displace- 
ments  can be made.  The number  of faults in any order-  
of-magnitude class (e.g. 1-10 m throw) likely to be 
encountered in a 1 km transect can also be predicted 

(Table 1). For  faults in the 1-10 m throw range, i.e. 
those not sampled by core or seismic, it is predicted that 
a horizontal transect will encounter  11.1 fault cuts k in -  1. 

Fault lengths 

Two-dimensional  sampling involves the measurement  
of fault attributes on a two-dimensional surface, gener- 
ally an horizon map.  Fault traces can be characterized 
either by their length or their m a x i m u m  displacement. 
These two attributes should show a relationship as 
longer faults tend to have larger displacements. Trace 
lengths were sampled by making measurements  f rom 
the Top Reservoir  and Intra-reservoir  horizon maps.  
Defining fault lengths can be difficult as faults tend to 
branch and link (e.g. see Fig. 2).~The exact definition of 
what is a single fault or which splay should be followed in 
measuring length can be quite subjective. Factors such 
as continuity of strike and regularity of displacement 
pat tern have to be considered when measuring fault 
lengths. 

A further problem associated with two-dimensional 
sampling concerns edge effects or censoring bias. 
Whereas  one-dimensional displacement sampling is ob- 
jective in that each offset measured contributes a data 
point,  in a two-dimensional sample not all fault traces 
give a true measurement  of  length because the size of the 
sample window is finite. Some fault traces extend out- 
side the survey area and so give only a minimum esti- 
mate  of  fault length. This effect, the Type-A censoring 
of Pickering et al. (1995) is more  important  for very large 
faults that,  by their very nature,  cannot be entirely 
contained within the sample area. However ,  censoring 
affects faults of all sizes (see Fig. 2), and it is bet ter  to 
include all the 'part-faults '  in the sample area (see 
Yielding et al. 1996). 

Seismic resolution also has an important  influence on 
the definition of fault trace lengths. A seismically- 

Table 1. Prediction of sub-seismic fault density for Field A. The 
second column ('Cumulative fault density') indicates the number of 
fault cuts greater than or equal to the specified throw per 1 km of 
horizontal transect. These values are calculated using N = 13d -°84, 
which is the equation of the dashed line on Fig. 5. The third column 
('Fault density per class') indicates the number of fault cuts within each 
logarithmic class per 1 km of horizontal transect; these values are 
simply the differences of successive numbers in column 2. For 
example, the power-law relationship predicts that there are 13 fault 
cuts per km having throw greater than or equal to 1 m, and 11.1 fault 

cuts per km having throw in the range 1-10 m 

Cumulative Fault density 
Throw fault density per class 
(m) (km -1) (km -1) 

100 0.27 

10 1.9 

1 13 

0.1 90 

0.01 622 

0.001 4305 

1 . 6 3  

11.1 

77 

532 

3683 
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Fig. 6. Diagram, after Heffer & Bevan (1990), to illustrate why fault 
trace lengths observed on seismic interpretations are always shorter 
than the true length of the fault. The effect becomes proportionally 

greater for small faults. 

effects described above. Short faults are affected by left- 
hand truncation (Type-C censoring), particularly below 
lengths of 1000 m. The slope for this data set above a 
length of 1000 m is -2.04. This lies within the range - 1.1 
to -2.1,  for other fault length data sets that we have 
analysed (Yielding etal.  1996). The curve steepens at the 
right-hand end (fault lengths over ca 3000 m), as faults 
extend beyond the area of the seismic survey (7 x 12 
km). Omitting this part of the data set and calculating a 
slope for the central part of the data curve gives a value 
of -1 .26 (length range 500-3000 m). However, syn- 
thetic tests suggest that it is better to retain those faults 
that extend outside the data area when calculating slope 
estimates (Yielding et al. 1996). As the size of three- 
dimensional seismic surveys increases longer faults will 
be more easily measured. The resolution effect will 
remain. 

imaged fault will appear shorter than its true length. This 
is because displacements near the tips of faults are below 
the limit of seismic resolution (Fig. 6). The difference 
between imaged length and true length is proportionally 
greater for small faults. This effect, referred to as trunc- 
ation by Heifer & Bevan (1990) and Type-C censoring 
or left-hand truncation by Pickering et al. (1995), tends 
to produce population slopes less steep than their true 
value, as the effect is proportionally greater for smaller 
faults. 

Fault trace lengths were sampled from the Top Reser- 
voir and Intra-reservoir horizon maps. Many faults con- 
tinue outside the area of the seismic survey and 
determining the lengths of the others is also difficult due 
the large degree of linkage between faults. Only the Top 
Reservoir example is shown (Fig. 7) as both curves are 
essentially identical. Fault lengths plot as a gentle con- 
vex upwards curve on the cumulative frequency plot. 
This suggests that the curve suffers from the sampling 
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Fig. 7. Observed fault trace lengths for the Top Reservoir horizon, 
Field A. The upwardly convex nature of the data curve is a result of 

censoring bias and truncation effects. 

Fault orientations 

The orientation of seismically-mapped faults was 
compared with fracture orientation data from core (Fig. 
8). The dominant orientation in core is NE-SW 
although subsidiary WNW-ESE, NW-SE and NNE-  
SSW trends are also present. The open fractures have 
two principal trends WNW-ESE and NNW-SSE. Other 
trends are dominated by fractures which act to reduce 
reservoir permeability, such as granulation seams and 
cemented fractures. The open fractures appear to have 
developed due to the reactivation of existing fractures of 
types similar to those found in the other orientations. 
Seismically mapped fault orientations were sampled 
from the digitized fault polygons (Fig. 8). An azimuth is 
calculated for each straight line segment of the digitized 
fault trace. This has the advantage of not being biased 
against any particular orientation of fault but does 
produce more azimuth readings where there are more 
digitized points on the fault trace. Fault tips and inter- 
sections are typical examples of such places because 
fault orientation changes rapidly, requiring more digi- 
tized points. This will result in an increased scatter of the 
measured orientations relative to the 'true' spread of 
orientations. Both Top Reservoir and Intra-reservoir 
show strong NE-SW preferred fault orientations. They 
differ from the core data set in that the subsidiary trends 
observed in core are not developed. The core data set 
derives from only one well and it remains to be seen how 
common these subsidiary trends are in other parts of 
Field A. 

FAULT POPULATION ANALYSIS, FIELD B 

This field is developed in a Middle Jurassic deltaic to 
marginal marine succession consisting of sands, shales 
and coals. This sequence was deposited during the 
thermal subsidence phase following Triassic extension. 
A full description of the regional tectonics of the north- 
ern North Sea, and the Triassic rift event in particular, is 
given by Roberts et al. (1995). Faulting and fracturing 
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Field A 
Intra-reservoir Top reservoir Core fractures 

Fig. 8. Fault and fracture azimuths measured from the seismic interpretation and from one well core, from Field A. N for 
the top reservoir and Intra-reservoir horizons refers to the number of fault segments sampled. The core data are samples 

from a limited area of the field and are strongly influenced by the orientation of local structures. 

occurred during Late  Jurassic extension. Faulting is 
absent in core taken f rom overlying units. Backstrip- 
ping, using the same techniques as those described by 
Rober ts  et  al.  (1995), suggests that the burial depth of 
the Top  Middle Jurassic at the cessation of faulting 
ranged between 22 and 1947 m. The  minimum is an 
extreme value at the crest of the uplifted and eroded 
footwall and refers to the top of the studied reservoir 
unit, which has a present  day, compacted,  thickness of 
up to 600 m. Most of the rocks studied in core are likely 
to have been buried in the range 1500-2500 m during 
faulting. 

Fault population data were extracted from a seismi- 
cally mapped  Intra-reservoir  horizon and sub-seismic 
data obtained f rom cores f rom 13 wells. A map of the 
fault pat tern at the Intra-reservoir  horizon is shown in 
Fig. 9. It  is particularly important  to note that the large 
N-S  fault in the centre of the map  is not present  in the 
northern part  of  the area. Large faults separate  the field 
from a basinal area to the east and a platform area to the 
west. These are not represented in the data set as they lie 
outside the area of  interest for hydrocarbon production 
and correlative units are either absent or difficult to 
identify across the faults. In all 2346 m of core was 
examined and found to contain ca 16,000 fractures. The 
longest core is 343 m and the shortest is 10.45 m. Except  
for two well cores, all exceed 100 m in length. In some 
cases, the entire reservoir section is cored. The domi- 
nant,  almost exclusive, fracture type is the granulation 
seam although this shows considerable variation in mor-  
phology dependent  upon the grain size and clay mineral  
content of the host rock. Seams tend to be wider and 
more diffuse in coarser grained, massive sands and 
more  localized in muddier  units, with concentrations 
of aligned clays facilitating slip in the latter. Typical 
granulation seams show a braided morphology with 
displacement part i t ioned between several strands. Dis- 
placement  values are easily obtained f rom the fractures 
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Fig. 9. Map of fault pattern at an Intra-reservoir horizon, Field B. 
The fault heave polygons are shown in black. A geographic N--S/E-W 
reference frame is used. Ticks at the grid margin have a 1 km spacing. 

in some units as dark coloured organic fragments,  such 
as fossil plant debris, are entrained into the seams and 
highlight the offset. Some sand bodies are massive 
however  and, although the presence of a granulation 
seam may be detected, no displacement information can 
be obtained. Sampling core scale displacements is there- 
fore very li thology-dependent.  The Field B fault popu- 
lation was analysed in terms of its displacement,  length, 
spacing and orientation. 
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Fig. 10. Fracture displacements from core, Field B well 7. (a) A logarithmic cumulative frequency plot of the data. Note 
the three-segment form. Undersampling of small displacements occurs due to the limitations imposed by the scale of 
lithological layering. Large displacements are undersampled owing to the width of the core (10 cm). (b) Plot of the data 
normalized to cumulative number per m. The entire fault population of the core is expressed as a single point (CUMFD) 
with a threshold displacement of 1 mm. The projected slope of -0.99 was calculated for the central segment of the 

displacement curve. (c) Log-interval plot of the same data. Note the irregularity of the curve. 

Core fracture displacements 

All the cores examined contained natural fractures 
although the cumulative fault density (CUMFD) varies 
greatly, ranging from 0.36 to 19.31 m -1. Two examples 
of typical well-core displacement cumulative frequency 
plots are shown in Figs. 10(a) and ll(a).  Well 7 has a low 
CUMFD at 0.80 m -1 whilst well 2 has the highest 
CUMFD value of all the wells at 19.31 m -1. Displace- 
ment plots from wells often show a characteristic three- 
segment curve, not unlike a multiline sample, but the 
causes of the segmentation are slightly different. There 
is a gently dipping left-hand segment at the low- 
displacement end of the plot. This is a truncation fall-off 
effect in that the small displacements are unresolved. 
This undersampling occurs because of the limitations 
imposed on recognizing small displacements by the 
lithological layering in the core. The data curve for well 7 
suggests that displacements less than 5 mm are under- 
represented in the data set. A censoring effect results in 
the steepening of the curve at the right-hand (high- 
displacement) end. Not all large displacements can be 
recognized due to the limitations of the scale of the core. 
Core slabs are typically 10-12 cm wide, making larger 

Well 2 
1OO0O a 

0.1 

100 

E 

~- 10- 

displacements difficult if not impossible to recognize. 
There is ample evidence that larger displacement faults 
cut the core. This takes the form of wide deformation 
zones around slip surfaces and juxtaposition of different 
lithologies. The omission of only a small number of large 
displacements results in considerable steepening of the 
cumulative frequency curve, an effect modelled by Jack- 
son & Sanderson (1992). The lithological effects also 
have an influence on fractures in the displacement range 
(1-100 mm) which can be measured in core. Even these 
may not yield displacement values if bedding is particu- 
larly massive. Also, in areas of dense fracturing (e.g. 
> 100 m-  1), the complexity of the faulting does not allow 
a measurement to be made of every displacement. Core 
data cannot therefore be treated in the same way as 
seismic or outcrop data. It is therefore not amenable to 
treatment using techniques to correct for censoring due 
to the omission solely of the largest faults from the data 
set (Pickering et al. 1994). 

Well 7 shows a good three-segment curve and it is 
hoped that the central segment, between displacements 
of 5 and 30 mm, characterizes the fault population. One 
way of assessing this is to assume that the cumulative 
fault density (the total number of fractures divided by 
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Fig. I1. Fracture displacements from core, Field B well 2. (a) A logarithmic cumulative frequency plot of the data. Note 
that this curve is strongly influenced by sampling effects with both large and small displacements undersampled. Compare 
the curve with Fig. 10(a). (b) Plot of the data normalized to cumulative number per m. The entire fault population of the 
core is expressed as a single point (CUMFD) with a threshold displacement of 1 mm. The projected slope of -1.00 was 
calculated for the central segment of the displacement curve. Many other slopes could be fitted to this data curve, 
emphasizing the need for sampling from seismic-scale data in addition to well cores. (c) Log-interval plot of the same data. 
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the core length) represents the total at some lower 
threshold value. This value is thought to be about I mm, 
i.e. all fractures recognized in the core have a displace- 
ment of at least 1 mm, whether or not that displacement 
can be measured. The cumulative fault density 
(CUMFD) value, 0.8 m -1, is plotted with the displace- 
ment data curve and the slope calculated for the central 
segment, -0 .99 for well 7, is projected to lower values 
(Fig. 10b). In this case it can be seen that there is a good 
agreement between the extrapolated slope and the real 
cumulative fault density data point. The degree to which 
undersampling (and left-hand truncation) has occurred 
can also be assessed. 

Not all well-core displacement curves show such a 
good form. Well 2 (Fig. 11) has a high CUMFD and it is 
difficult to obtain displacement values for all fractures. 
The curve is severely degraded at the upper and lower 
displacement ends. This suggests that small and large 
displacements are undersampled. Plotting the CUMFD 
value highlights the areas undersampled. Projecting a 
slope calculated for the central data range shows that the 
straight line only makes a tangent to the curve. This well 
data set would be of little value on its own and serves to 
emphasize that multiple well data sets should be col- 
lected and, ideally, compared with seismic-scale dis- 
placements. 

Slopes calculated for individual wells lie in the range 
-0 .76 to -1 .0 .  Many of the data sets giving steep slopes 
of -1 .0  suffer from the sampling effects described 
above. Large data sets are not immune from this effect 
as they are still subject to the limitations of core scale and 
lithological layering. The data range for core samples 
covers about two orders of magnitude of displacement. 
At the lower displacement end 1 mm, or exceptionally 
0.5 mm, is the cut-off. The upper limit is usually around 
100 mm although the maximum value obtained for all 
the Field B wells was 240 mm. 

The log-interval technique was also applied to Field B 
core displacements to assess the degree to which data 
were undersampled. These are presented for well 7 and 
well 2 in Figs. 10(c) and 11(c), respectively. Both plots 
are very irregular and it appears that data are not 
sampled in the central part of the range as well as at the 
extremes. This is likely due to the limitations imposed by 
the core described above. Right-hand truncation is 
marked on the well 2 plot indicating that larger displace- 
ments are under-represented in the data. The irregu- 
larity of both plots is caused by the variability in the 
number of data points within adjacent intervals. In 
addition to the reasons already discussed, the problems 
of measuring small displacements are also apparent in 
the plot. Small displacement fractures can, at best, be 
measured to the nearest 0.5-1 mm. This may appear 
small, but it is a significant proportion of the size of bin 
sizes used for this scale in the log-interval technique. 
Rounding-up rather than rounding-down a displace- 
ment value to the nearest millimetre may place it into a 
different log-interval. Such a variation would be insig- 
nificant on outcrop-scale faults with displacements in 
metres. 

Seismic-scale displacements 

A three-dimensional seismic survey had been 
acquired over Field B. An Intra-reservoir horizon had 
been interpreted which had the widest extent of any of 
the reflectors picked. Interpretation had used both ver- 
tical sections and attribute analysis of continuous hori- 
zon maps. The latter had allowed subtle, small faults to 
be interpreted. The horizon grid and fault traces were 
sampled perpendicular to the dominant fault trend 
within the field. The multiline displacement sample is 
shown as a logarithmic cumulative frequency plot in 
Fig. 12. As with Field A, the three-segment curve is 
well developed. The left-hand segment indicates that 
faults with throws of less than 10 m are unresolved, 
resulting in the gentler slope of the data curve. The 
sloping segment of the data curve actually continues 
into the area that should be part of the sampling tail, 
i.e. below the line on the plot showing the number of 
sample lines. There is a good geological reason for this. 
The steep segment represents the multiline sampling of 
the largest fault in the data set. This fault is not, 
however, interpreted on all lines as it extends out of the 
seismic survey area. The largest faults on some of the 
other lines have much smaller throws and so part of the 
sampling tail has a much gentler slope. The central 
segment of the displacement curve, above the sampling 
tail gives a slope of -0.90. This is calculated for throws 
in the range 10-50 m .  

Comparison of core and seismic-scale displacements 

The results of the core and seismic-scale one- 
dimensional displacement sampling are plotted together 
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Fig. 12. Logarithmic cumulative frequency plot for multiline one- 
dimensional sample of fault throws, Intra-reservoir horizon, Field B. 
The sample comprises fault throws measured on 38 sample lines, total 
length 156 km. The curve shows the characteristic three-segment form 
although the moderately-sloping section continues into the sampling 
tail because the largest fault in the data set does not occur on all lines 

contributing to the sample (see Fig. 9). 
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Well 4 
Number of fractures per foot 
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Table 2. Prediction of sub-seismic fault density for Field B. The 
second column ('Cumulative fault density') indicates the number of 
fault cuts greater than or equal to the specified throw per 1 km of 
horizontal transect. These values are calculated using N = 8.5d -°9° 
(the best-fit line to the central segment of Fig. 12). The third column 
('Fault density per class') indicates the number of fault cuts within each 
logarithmic class per 1 km of horizontal transect; these values are 
simply the differences of successive numbers in column 2. For 
example, the power-law relationship predicts that there are 8.5 fault 
cuts per km having throw greater than or equal to 1 m, and 7.43 fault 

cuts per km having throw in the range 1-10 m 
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in Fig. 13. Displacements from all 13 wells are included, 
normalized to cumulative number per km for compari- 
son with the seismic-scale data. There is a spread of over 
one order of magnitude which reflects the different fault 
densities measured in the well cores (0.36-19.31 m-t).  
Extrapolation of a -0.90 slope, that calculated for the 
seismic data alone, to sub-seismic scales shows that the 
core data lie on this trend. This suggests that the seismi- 
cally observed and core-scale-fractures form part of the 
same population. As with Field A, use of equation (1) 
allows a prediction of the density of fault cuts of various 
sizes (throws) to be made. The number of fault cuts in 
any order-of-magnitude class (e.g. 1-10 m throw) likely 
to be encountered in a I km transect is shown in Table 2 
(e.g. 7.43 km -1 for fault cuts in the 1-10 m throw range). 
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Fig. 14. Fracture d is t r ibut ion in core f r om wel l  4, F ie ld B.  Fractures 
are clustered in the upper part of reservoir unit B and are only sparsely 

developed in units A and C. 

Core fracture spacing 

It is possible to quantify the fracture spacing and 
attempt to distinguish the type of spacing distribution 
that fractures follow. Frequency against depth plots for 
Field B well cores (Fig. 14) suggest that fractures tend to 
be clustered rather than having a regular distribution. In 
the example shown, fractures are concentrated in the 
upper part of reservoir unit B with densities of up to 25 
per foot, i.e. 82.0 m- 1. Reservoir units A and C have low 
fracture densities. 

Techniques for analysing fracture spacing are de- 
scribed by Gillespie et al. (1993) who show that fracture 
and fault spacing can be treated in a similar manner to 
displacement. Well cores provide excellent one- 
dimensional sample lines. Ideally the spacing of frac- 
tures could be measured along the core centreline, and 
spacing plotted as a cumulative frequency diagram. This 
gives the most direct representation of the spatial distri- 
bution of fractures but can be difficult to apply to highly 
faulted core and large data sets. A less direct technique, 
but one that is readily applied to long runs of core, is the 
interval counting method. The analysis is carried out by 
specifying a number of different interval lengths, e.g. 
25 cm, 50 cm, i m, etc., or I ft, 2 ft, 5 ft, etc. The number 
Ni of intervals of each size containing at least one 
fracture is counted. The probability, p, of an inverval of 
length i containing a fracture is given by: 

p =iNi/c, (2) 
where c is the sample line length, i.e. the core length. 
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Fig. 15. Interval counting plot of fracture spacing data from well 4, 
Field B. Data plot as a straight line within the area for fractures with a 
power-law spacing distribution. The data clearly do not follow a 

regular spacing distribution. 

The proportion of intervals (cells) filled is plotted, on a 
logarithmic scale, against interval size. The form of the 
data curve on the plot allows the type of fracture spacing 
distribution to be determined. 

(i) Fractures that have a regular distribution, such as 
many joint sets, produce a two-segment curve. For 
interval sizes greater than the maximum spacing the 
value of p is 1 and the resultant curve has a zero 
(horizontal) slope. Below the maximum spacing, data 
plot as a straight line with a slope of 1.0. 

(ii) Fractures distributed randomly using a Poisson 
distribution plot as gentle, upwardly-convex curves with 
a best-fit slope of 0.82 (Gillespie et al. 1993). 

(iii) Fractal data sets give lines of constant slope 
(1--Db), i.e.: 

p ~ i (1-Db) (3) 

and 0 < Db < 1. Db is a type of fractal dimension termed 
the box dimension; for ideal fractal distributions it is 
identical to the fractal dimension (slope) measured on a 
log-log cumulative frequency plot of fracture spacing. 
Gillespie et al. (1993) concluded that spacing popu- 
lations of faults frequently have power-law distributions 
with fractal dimensions ranging from 0.4 to 1.0. This 
implies that the line of constant slope on the interval 
counting plot should lie in the range 0--0.6 for fractal 
data sets, clearly distinguishing them from regular or 
random distributions. The important characteristic of a 
fractal spacing distribution is that the fractures are 
clustered at all scales. 

Fracture spacing data from the 13 wells in Field B 
were analysed using the interval counting technique. 
Cores were variously depth marked in feet or metres, 
depending on the age of the core and the operating 
company. Fracture densities were recorded for every 1 ft 
or every 25 cm interval as appropriate. The proportion 
of cells containing at least one fracture was then calcu- 
lated for intervals which were multiples of the initial 
interval size. The results for well 4 are shown in Fig. 15. 
These data plot as a straight line, with a slope of 0.41, 
which is within the range expected for fractal distri- 
butions (Gillespie et al. 1993). Applying equation (3) 

suggests that the fractal (box) dimension controlling 
fracture spacing in well 4 is 0.59. All the wells give slopes 
in the range 0.17-0.72. The expected range (for fractal 
distributions) is 0-0.6: only one of the 13 wells falls 
outside this range. The observed slopes correspond to 
fractal (box) dimensions (Db) in the range 0.28--0.83. 
The core that falls outside the expected range has the 
lowest CUMFD of all those investigated, at only 0.36 
m -1. It therefore may not have been sufficiently long to 
characterize the spacing population adequately. 

Fault and  fracture orientation 

Fault orientations were sampled from the seismic 
interpretation of the Intra-reservoir horizon (Fig. 16). 
The azimuth plot shows a symmetrical spread about the 
dominant NNE-SSW trend. There is also a subsidiary 
but distinct WNW-ESE trend. The core fracture orien- 
tation data show a dominant NNE-SSW to NE-SW 
trend. Individual well-core fracture sets tend to reflect 
the dominant orientations of seismically mapped faults 
adjacent to the well and so some trends may be empha- 
sized more than others, dependent on well location. 

DISCUSSION 

The results from Fields A and B indicate that the 
techniques of fault population analysis can be success- 
fully applied to individual hydrocarbon fields. One- 
dimensional, line, sampling techniques are particularly 
well suited to the type of subsurface data, i.e. well cores 
and seismic lines. Seismic lines, in particular, provide a 
readily available series of sample lines which, if the 
survey has been well designed, intersect the main faults 
at a high angle. The extraction of onestimensional 
samples from data held in gridded form is a~o possible. 
Two-dimensional, map, samples are more susceptible to 
sampling effects such as censoring and truncation. Part 
of this problem will be alleviated as three-dimensional 
seismic surveys become larger allowing longer faults to 
be completely sampled. The problem remains that most 
interpretation effort is concentrated on the crestal areas 
of structures (i.e. the hydrocarbon-bearing areas). 
Field-bounding faults and areas 'off-structure' tend not 
to be interpreted. This introduces a right-hand trunc- 
ation effect and should be allowed for in the analysis of 
fault population data from the subsurface. The analyses 
carried out here suggest that the fault populations in the 
two fields are controlled by power laws and that the 
number of intermediate-scale, 1-10 m throw, faults can 
therefore be predicted. 

There have been suggestions (Koestler 1994) that the 
data gap at the intermediate scale is real and not an 
artefact of the sampling techniques. Whilst this may be 
true, there is little in the two data sets presented here to 
suggest that such a gap exists. The tail-off in seismically 
observed throws corresponds well with the limit of 
seismic resolution, and there appears to be no physical 
reason why an absence of faults of a particular size 
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should coincide with the resolution limit of the tech- 
nique used to investigate those faults. Likewise, core- 
scale investigations indicate the presence of larger faults 
whose displacements cannot be measured in core but are 
too small to be imaged seismically. These larger faults 
appear as clusters of fractures and through-going defor- 
mation zones often juxtaposing different lithologies. It is 
not possible to measure the displacement on these faults 
in core and although a few may be representative of 
faults resolvable at the seismic scale most are likely to 
have displacements below seismic resolution. One possi- 
bility for the identification of intermediate-scale faults 
might be the use of wireline logs from wells in an area for 
which a detailed stratigraphy exists. This should allow 
the identification, from vertical separation information 
in the wells, of faults with a few metres throw. 

When analysing a fault population using data col- 
lected at different scale of observation, it is important to 
be certain that the comparison is 'like with like'. In the 
cases described here it is important to be certain that 
fractures observed in well core formed contempora- 
neously with the seismic-scale faults. Also, the faults 
measured should be from the same unit. The two cases 
described here are reasonably well constrained. The 
good correspondence in orientation of seismic- and sub- 
seismic-scale faults in Field A suggests development as 
part of the same population. Field B fractures are 
developed in the Middle Jurassic reservoir succession. 
This was deposited during post-rift thermal subsidence, 
following Early Triassic stretching. There was no con- 
temporary faulting. Extension was renewed during the 
Late Jurassic when the main faults and reservoir-scale 

fractures formed. In both cases seismic mapping of Top 
Reservoir or Intra-reservoir faults is being compared 
with data from core taken from the reservoir interval. 

In Field B the dominant fracture type being compared 
with seismic-scale faults is the shear displacement granu- 
lation seam. In Field A the fracture types are more 
varied. It does appear, however, that other fracture 
types, such as dilational cemented fractures can also be 
used in the population analysis. These fractures all 
accommodate small amounts of deformation, therefore 
contributing to the sub-seismic component of the total 
strain (Marrett & Allmendinger 1991, 1992, Walsh et al. 
1991). At the core scale, fracturing is strongly influenced 
by the host lithology so that a shear displacement frac- 
ture in one bed may have a component of dilation in an 
adjacent bed and appear as a cemented fracture. Field 
examples of this behaviour are shown by Peacock & 
Sanderson (1992). 

Analysis of the spacing population suggests that frac- 
tures in core follow a power-law distribution, suggesting 
that there is a degree of clustering of fractures and that 
they are not regularly distributed. This supports obser- 
vations of small fractures tending to cluster around 
larger faults (Jamison & Stearns 1982) separated by 
relatively unfaulted areas. The variation in cumulative 
fault densities, greater than one order of magnitude for 
Field B well cores, also supports the observation of non- 
uniform fault spacing. With increasing cumulative fault 
densities, clustering is more difficult to detect as there 
tends to be more overlap of fault and fracture zones. 
This gives an overall 'highly fractured' appearance to the 
core but spacings remain non-regular. 

Field B 

Intra-reservoir Core fractures 

N = 1697 

Fig. 16. Fault and fracture azimuths measured  from the Intra-reservoir seismic interpretation, and core from 13 wells for 
Field B. N for the Intra-reservoir horizon refers to the number  of  fault segments  sampled. The core data consist of samples 

from limited areas of the field and are strongly influenced by the orientation of local structures. 
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C O N C L U S I O N S  

(1) Sub-surface data  is part icularly amenable  to one-  
dimensional  single- or  multil ine sampling. Seismic lines, 
and hor izon  data  in grid form,  can be sampled to give 
multiline one-dimensional  descriptions o f  the fault 
popula t ion.  This can be c o m p a r e d  with well core  data,  
the  core acting as a one-dimensional  sample line. 

(2) The  scale limitations imposed  by core  can result  in 
data  being difficult to  sample  th roughou t  the scale range 
(whereas  with ou tc rop  and seismic samples the problems 
are mainly  concen t ra ted  at the upper  and lower  resol- 
ut ion limits). The  use of  a log-interval technique can 
reveal  gaps in the data ,  but  small-displacement fractures 
that  are difficult to  measure  to bet ter  than the nearest  
mil l imetre can resul t  in irregularities in the resultant  
plot.  

(3) The  data  sets p resented  here  suggest that  the 
seismically-resolved faults and core-scale fractures form 
part  of  the same cont inuous  popula t ion.  A n y  gap in the 
fault popula t ion  at in termedia te  (1-10 m throw) scales 
would  cor respond  exactly with the resolut ion limits of  
the observat ion  techniques  (seismic and core) .  Such a 
co r respondence  would  be very fortuitous.  

(4) Fault  length samples ( two-dimensional)  are more  
influenced by resolut ion effects and results are less 
reliable than one-dimensional  samples.  The  finite size of  
the sample  area ( three-dimensional  seismic grid) and 
resolut ion problems on the distal par t  of  faults are the 
major  controls.  The  sample  areas may  be small com- 
pared  with the length of  some structures in the area of  
interest.  This p rob lem will be part ly alleviated as three- 
d imensional  seismic surveys become  larger. The  analysis 
of  fault lengths in areas of  l inked faults becomes  difficult 
unless detai led fault d isplacement  analysis is pe r fo rmed  
to de te rmine  which splays should be considered par t  of  
the same structure.  Compar i son  with regional  mapping  
is also desirable.  

(5) Analysis  of  the spacing of  fractures in well cores,  
using the interval count ing technique,  suggests that  they 
follow power- law distributions with an exponent  in the 
range - 0 . 2 8  to - 0 . 8 3 .  The  clustered distribution of  the 
fractures clearly distinguishes them f rom regularly- 
spaced fracture  sets. 

(6) For  bo th  fields, fault and fracture or ientat ions 
measured  at seismic and sub-seismic scale are similar. 
Samples  taken f rom individual well cores are s trongly 
influenced by the or ienta t ion o f  the closest seismically- 
mappab le  structures and so the posit ion of  wells should 
be considered when analysing the or ientat ion data.  
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